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### ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrI</td>
<td>credible interval</td>
</tr>
<tr>
<td>DIC</td>
<td>deviance information criteria</td>
</tr>
<tr>
<td>FE</td>
<td>fixed effects</td>
</tr>
<tr>
<td>IPD</td>
<td>individual participant data</td>
</tr>
<tr>
<td>MA</td>
<td>(pairwise) meta-analysis</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>MTC</td>
<td>mixed treatment comparison</td>
</tr>
<tr>
<td>NMA</td>
<td>network meta-analysis</td>
</tr>
<tr>
<td>RCT</td>
<td>randomised controlled trial</td>
</tr>
<tr>
<td>RE</td>
<td>random effects</td>
</tr>
<tr>
<td>SR</td>
<td>systematic review</td>
</tr>
</tbody>
</table>
PREFACE

It is fascinating to note that perhaps as many as six different groups independently\(^1\)\(^-\)\(^6\) it seems, started publishing extensions to pairwise meta-analysis methods to include more than two intervention options. However, it was perhaps in the context of economic evaluation, particularly to inform appraisals by the National Institute for Health and Care Excellence (NICE) in the UK, which really “forced the issue” and accelerated their uptake and development.\(^7\) New methods were simply required if intervention decisions regarding the cost-effectiveness of more than two alternatives were to be coherent and correctly incorporate parameter uncertainty.\(^7\)\(^,\)\(^8\) That is not to say there was not some concern regarding the assumptions network meta-analysis (NMA) models make and potential danger ahead if such methods were used incorrectly and uncritically. Within a few years, extensive documentation became available,\(^6\)\(^,\)\(^9\)\(^-\)\(^13\) including much needed specific code for the required non-standard statistical software WinBUGS,\(^14\) greatly facilitating the implementation of the methods and support for its use in a decision making context gained momentum.\(^15\) More recently still, user-friendly add-ons to more general use statistical\(^16\)\(^,\)\(^17\) and spreadsheet software\(^18\) as well as interfaces which run WinBUGS “behind the scenes”\(^19\)\(^-\)\(^21\) have been developed. As we write this early in 2015, there seems to be an increasing number of methodology papers being published in the area, suggesting this wave of synthesis methodology research has not yet peaked. With this in mind, we predict these guidelines will need to be updated quite quickly as we anticipate refinements and new methods will continue to appear.

However, NMA was not the only development in evidence synthesis to take place over the last two decades. A review of recent developments in meta-analysis published in 2008\(^22\) covering the previous decade noted many other extensions to standard meta-analysis models to address complexities in specific contexts, such as for diagnostic data, survival data, multiple outcome data, individual participant data (IPD), and covariates had been developed. It was noted that many of these extensions had been implemented using Markov Chain Monte Carlo (MCMC) simulation methods, presumably because of the power and flexibility such an approach has when fitting “non-standard” statistical models.

What is crucial to appreciate is that these “other” synthesis developments and NMA are not mutually exclusive. Specific complexities, such as multiple outcomes and competing risks, are just as likely to be present in a NMA context where more than two intervention options are of interest. Hence, after the initial wave of papers describing the “basic” NMA methodology were published, many subsequent papers have outlined extensions to NMA which also incorporate other synthesis extensions, for example, NMA with multiple time points,\(^23\) NMA including baseline risk as a covariate.\(^24\) We are not in the position where all complications in evidence synthesis have been considered in a NMA context, let alone where non-MCMC software is available to implement the methods. Therefore, for what could be considered “advanced” methods, at this date in time, some knowledge of MCMC software will be required and statistical expertise essential if a bespoke synthesis model is required in a given context.

We give this background to help clarify what these guidelines do and do not aim to do. This guide focuses on the use of NMA to inform clinical parameters in economic decision modelling; although it is difficult to define a dividing line between methods and issues for NMA per se and those specific to economic evaluation (not least due to the fact that much use of NMA was driven by its need to inform decision models!). To this end we have navigated a course which we hope is accessible to provide necessary background to support some of the more technical topics.
1. INTRODUCTION

A key element of evidence-based healthcare evaluations is to assess the effectiveness and cost-effectiveness of all relevant competing interventions based on the available evidence. Ideally, effectiveness data are obtained from well-conducted randomised controlled trials (RCTs) identified through the application of transparent systematic review methods. Where multiple RCTs exist, it is well-established practice to summarise the effectiveness data by applying evidence synthesis to quantitatively combine the data in order to obtain overall pooled estimates of effectiveness. For comparisons between two healthcare interventions, it is common practice to apply pairwise meta-analysis (MA) methods to obtain pooled effectiveness estimates which may be used to inform associated economic evaluation(s). However, for healthcare decision making it is necessary to consider comparisons of all relevant competing interventions to answer policy-relevant questions which may require the comparison of more than two interventions and/or interventions not previously trialled against one another. In fact, where more than two interventions are being compared it is unlikely that RCTs exist that compare all the interventions of interest directly. Network meta-analysis (NMA) (also known as, and equivalent to, mixed treatment comparisons (MTC) and multiple treatment meta-analysis (MTM)) extends the standard pairwise meta-analysis framework, to allow the simultaneous estimation of comparative effectiveness of multiple interventions using an evidence base of trials that individually may not compare all intervention options, but form a connected network of comparisons.

The remainder of the report is structured as follows: The next section outlines the methods used to identify the relevant literature used to compile these guidelines, followed by Section 3 which discusses the role and types of economic evaluation within health technology assessment (HTA) and Section 4 which provides a non-technical overview of NMA. Section 5 introduces a general four-step framework for interfacing NMA with economic decision models and Section 6 focuses specifically on how to use estimates from published NMAs as inputs of clinical effectiveness in economic models. To consolidate the two previous sections, Section 7 presents a decision tool to inform the optimal approach to NMA for a given decision problem. Section 8 discusses the issues associated with applying NMA to synthesise adverse/sparse event study data and Section 9 provides an overview of advanced and emerging NMA methods relevant to economic decision modelling. In Section 10 two case studies are presented which illustrate the application of standard and advanced NMA methodology to inform clinical parameters in economic evaluations. Finally, Section 11 offers some concluding remarks.

2. METHODS

This report, on the use of NMA to inform clinical parameters in economic evaluations, was compiled through a targeted review of the literature. While not exhaustive in the way a search for studies going into a systematic review/meta-analysis of a substantive topic should be, we adopt a “berry picking” approach. This approach relies heavily on expanding citation searches of known published methods articles (including those referenced in the book by Welton et al. and the National Institute for Health and Care Excellence [NICE] evidence synthesis technical support documents available from http://www.nicedsu.org.uk/Evidence-Synthesis-TSD-series%28282391675%29.htm and also published as a series in edited form in Medical Decision Making31-35) as well as articles iteratively identified by “generations” of citation searches on those articles identified by the previous generation of citation searches. In addition, we have scrutinised two comprehensive lists of NMA methods publications compiled i) for the “indirect and mixed treatment comparisons” course, developed and run by some of the authors of this
report (http://www.bristol.ac.uk/social-community-medicine/projects/mpes/courses/treatment-comparisons/), and ii) by Georgia Salanti available on-line (http://www.mtm.uoi.gr/index.php/tutorial). The two case studies presented as part of this guidance were selected from the literature identified.
3. ECONOMIC EVALUATION WITHIN A HEALTH TECHNOLOGY ASSESSMENT

Healthcare decision makers worldwide are faced with the problem of how best to allocate resources within limited budgetary constraints. To enable resources to be allocated efficiently and equitably, when making decisions about which interventions to fund, decision makers need to apply an explicit framework taking into account both clinical and economic considerations. Economic evaluation, which combines both clinical outcomes and resource use in order to estimate the costs and benefits associated with competing interventions, offers such a framework.36-38

Economic evaluations may be conducted alongside RCTs or through decision modelling. The former addresses questions relevant to a specific RCT population whereas the latter is able to bring together all relevant evidence to make decisions for a wider population (e.g. national) level over a long-term time horizon. In this guidance we focus on the latter which provides an explicit quantitative approach to synthesise evidence from multiple sources to enable the evaluation of the cost-effectiveness of competing interventions that may not have been directly considered within a single RCT and/or where there may be limited or non-existent data on, for example, long-term costs and effects.33,39 Decision models form an important component of health technology assessments, where decision making bodies such as Canadian Agency for Drugs and Technologies in Health (CADTH) and NICE in the UK, need to decide on which interventions to fund based on evidence-based analyses of both the clinical effectiveness and cost-effectiveness.

Decision models may be evaluated deterministically or stochastically. The former allows the model to be evaluated analytically without the need to randomly sample from parameter distributions but ignores parameter uncertainty. However, when a model is non-linear (which many are (see Section 5.4)) the deterministic approach may calculate the point estimates of expected costs and benefits incorrectly.40 To assess the sensitivity of the decision, obtained using this method, to the uncertainty in the model parameter values, sensitivity analysis methods such as scenario analysis may be implemented in which the decision is re-calculated based on “extreme” parameter values obtained from the literature expert opinion.41 In contrast, the stochastic approach allows model parameters to vary randomly according to statistical or empirical distributions specified to reflect the uncertainty in their population mean value and this uncertainty is propagated through the model to determine the resulting uncertainty in the expected model outcomes.42 The advantage of this method (often referred to as probabilistic sensitivity analysis43,44) is that it allows the joint impact of uncertainty in multiple model parameters on the expected costs and benefits to be investigated thus allowing a global analysis of uncertainty in the decision.13,40 If the parameters are correlated (i.e. not independent of one another), and this has been properly specified within the model, then the probabilistic approach propagates correlations automatically and correctly computed expected costs and benefits.40,41 Given the above, in the remainder of this report we focus exclusively on stochastic evaluation of decision models where parameter uncertainty and correlations are appropriately accounted for in the modelling.

It is beyond the remit of this report to discuss the relative merits of different types of economic decision models; readers are referred to the ISPOR Modeling Good Research Practices Task Force series for further information.45 This report focuses on how to use results from NMA to inform parameters for stochastic cost-effectiveness analysis and thus evaluate the model of choice. Whichever model structure is being used, where possible, clinical effectiveness
parameters (i.e. relative effect(s) compared with a reference intervention) should be estimated from comparative studies, and where multiple studies exist, synthesis should be considered to obtain estimates together with appropriate uncertainty. Therefore, NMA (as described in the next section) may well be the most appropriate synthesis model to produce relative measures of clinical effect. However, most decision models require absolute effect parameters (e.g. probability of an event for each intervention strategy in the decision space); methods for deriving such parameters are considered in Section 5.3.
4. NETWORK META-ANALYSIS (NMA)

NMA extends the standard pairwise meta-analysis framework to allow the simultaneous comparison of three or more interventions using an evidence base of trials that individually may not compare all intervention options. As in pairwise meta-analysis, fixed effect (FE) and random effects (RE) models\textsuperscript{27} may be fitted. FE models assume that all studies included in the NMA estimate the common true intervention effects and only differ due to sampling error. In contrast, RE models assume that the included studies estimate different true intervention effects but that these study-specific intervention effects are similar (i.e. come from a common random effects distribution). The RE models allow for, and quantify, variability beyond that expected by chance alone. Such variability is often referred to as heterogeneity and is defined as the variation in the intervention effects between trials within a pairwise comparison. Heterogeneity, within pairwise contrasts, is an issue for both pairwise and NMA and therefore it is often recommended that random effects terms be considered in NMA models.\textsuperscript{9} To decide on the most appropriate NMA model, model fit statistics, such as the Deviance Information Criteria (DIC), (see Section 5.2) can be used. (Note that it is common in NMA to assume that heterogeneity between each pairwise contrast is equal and thus estimated by a single common heterogeneity parameter,\textsuperscript{46} although advanced methods can relax this assumption.\textsuperscript{29})

The additional assumptions of an NMA compared to a pairwise analysis are:

i) The trials to be included in the synthesis must form a connected network. Figure 1 (i) shows connected networks. In Figure 1 (i)(a) the lines connecting the intervention nodes indicate there are \(n_{AB}\) trials comparing interventions A versus B and \(n_{AC}\) trials comparing interventions A versus C (and no trials comparing interventions B versus C). This is considered a connected network because pathways exist between all intervention nodes along the connecting lines (i.e. in this example, the comparison of B versus C can be estimated via comparisons A versus B and A versus C). Such a network has been referred to in the literature as providing an indirect comparison\textsuperscript{1} because an estimate of the relative effect of B versus C can be obtained despite no direct comparative trials of B versus C. Similarly in Figure 1 (i)(b) the nodes connecting the intervention nodes indicate there are \(n_{AB}\) trials comparing interventions A versus B, \(n_{BC}\) trials comparing interventions B versus C and \(n_{AD}\) trials comparing interventions A versus D (and no trials comparing interventions A versus C, B versus D and C versus D). In Figure 1 (i)(c) lines exist connecting all three interventions to each other directly. Such a network could be made up of a collection of two-arm trials (i.e. \(n_{AB}\) A versus B trials, \(n_{AC}\) A versus C trials, and \(n_{BC}\) B versus C trials). Alternatively, a single or multiple three-arm trial(s) could define this network (note, a single three-arm trial would contribute to all three pairwise comparisons in the network) or the network could be defined by a combination of two- and three-arm trials. Also, note that the network may include interventions not of direct interest to the decision problem being addressed (Section 5.1).

Finally Figure 1 (ii) shows disconnected networks. Figure 1 (ii)(a) shows a network with an isolated node, where intervention C is not connected to interventions A or B; that is, no trials exist that compare intervention A to C or B to C. In such situations standard NMA models are not valid (although some software options, including WinBUGS, produce parameter estimates and therefore care needs to be taken!). Figure 1 (ii)(b) shows another example of a disconnected network. In this example, two connected sub-networks exist that are not connected to each other. In this case, comparisons may be made within each sub-network but not between them.
There is consistency across the evidence base. Consider the three-intervention network displayed in Figure 1 (i)(c) and, for simplicity, assume the evidence base consists of only two-arm trials. In this situation NMA assumes that if the two-arm trials comparing B versus C had a third arm A, then they would produce an estimate of A versus C and A versus B that was consistent (i.e. assumes the underlying effects to be identical or sampled from the same distribution depending on whether fixed or random effects are assumed in the synthesis model) with any A versus C and A versus B trials that may actually exist. That is, the intervention effect measured using an indirect comparison is valid and equivalent to the intervention effect measured using a direct comparison. Specifically, in the case of the three-intervention network, the effect of B versus C is equal to the effect of A versus B plus the effect of A versus C. If this consistency (also known as transitivity\textsuperscript{47}) assumption is not satisfied then this indicates variation in the intervention effects \textit{between} pairwise contrasts in the network; that is, there is \textit{inconsistency}. Note, inconsistency is a property of evidence loops (in this simple network there is one evidence loop containing intervention nodes A, B and C) and therefore scrutinising any of the three comparisons in the network would produce the same result. Further, it is possible to allow for inconsistency (which can be viewed as a type of heterogeneity \textit{between} pairwise contrasts) by the incorporation of further parameters in the NMA model\textsuperscript{48} which relaxes this assumption. This is not considered further in this report because it is difficult to interpret the results from such models in a meaningful way that can then be used as inputs into decision models.

It is important to note that any time the effectiveness of two interventions, not directly compared in a pairwise meta-analysis, is of interest or the relative effectiveness of more than two interventions, which have not all been compared in all trials, is required, then assumption ii) above will usually be assumed \textit{implicitly} when interpreting the evidence base. NMA makes this assumption \textit{explicit} and offers a framework to assess its validity.\textsuperscript{11}
This section has provided a non-algebraic overview of NMA outlining the underlying modelling assumptions, as well as discussing the advantages of NMA over standard pairwise meta-analysis. For more details about NMA methodology and its implementation we recommend:


The latter includes extensive software code for the WinBUGS package to implement NMA methods for a wide variety of outcome measures.

As for the decision modelling considered in the previous section, emphasis on correctly accounting for parameter uncertainty and correlations is given throughout the remainder of this report (in particular, see Sections 5.3 and 5.4).
5. INTERFACING NETWORK META-ANALYSIS WITH ECONOMIC DECISION MODELS

This section focuses on the situation where a single absolute effect (e.g. probability) is derived from each NMA to inform the clinical parameters for each intervention in the economic decision model. The situation will be more complex in a number of instances including the following.

The decision model may consider more than one outcome for each intervention and when these outcomes cannot be assumed to be independent, these need to be taken account of in the NMA model. For example, consider induction of labour studies which report having a Caesarean section and failure to achieve vaginal delivery in 24 hours. These two outcomes are not independent because some of those who fail to have vaginal delivery in 24 hours will have vaginal delivery after 24 hours, whereas the rest will have Caesarean section. Another instance is where there are competing risks, or where the data are reported in a way that induces competing risks (i.e. number of first events); for example, some atrial fibrillation studies report the number of first events (i.e. stroke and haemorrhage), whereas others report the total number of events, or number of events but only the first of each type. The emerging methods to address multiple outcomes in NMA by jointly modelling the outcomes, including the specific challenges of competing risks, multiple time points and informing Markov transition matrices, are considered in Sections 9.2 and 9.5.

Another complexity is when relevant outcome data are available from multiple studies but the format of the data varies between studies. For example, consider an evaluation of interventions to promote weight loss. If the outcome of interest is weight loss this may be presented in study reports for individual arms, in terms of the mean and variance in each intervention group being compared, or as the mean difference (with corresponding variance) between intervention groups. Sections 9.1, 9.3 and 9.4 consider this and other situations where data may be available in different formats, including time to event outcomes and simultaneous use of individual participant data (IPD) and aggregate data.

A third complexity can arise where studies report different but related outcomes; for example, time points reported may differ between studies. If only one of the array of outcomes reported is used in the NMA a large proportion, even the majority, of relevant evidence may be excluded from the analysis. NMA methods which consider multiple outcomes and model the relationship between these outcomes facilitate the incorporation of such disparate data and in doing so include more of the relevant evidence base. These are considered further in Sections 8 and 9, and Case study 2 (Section 10). Figure 2 presents a schematic diagram outlining the four steps required when interfacing NMA with economic decision models. The four steps are:

1) Define scope of decision problem and associated evidence network for NMA
2) Estimate intervention effects relative to reference intervention using NMA
3) Estimate absolute effects derived from NMA and baseline data
4) Evaluate the probabilistic decision model utilising absolute effects

These steps are broadly applicable to instances of single and multiple outcomes but, for clarity, we focus on the situation where a single outcome per intervention is required for the decision model. Where multiple outcomes per intervention or other complexities outlined above are included in the NMA, advanced modelling will be necessary, as considered in Section 9.
**Figure 2: A Schematic Diagram Outlining How to Interface Network Meta-Analysis with Economic Decision Models**

**STEP 1) Define network & populate with studies**

\[ n_{AB} \quad n_{AC} \quad n_{BC} \]

\( n = \text{number of pairwise comparisons} \)

**STEP 2) Estimate treatment effects (d_{AB}, d_{AC}, etc.) relative to reference treatment A (e.g. odds ratios)**

**STEP 3) Estimate absolute effects (e.g. probabilities, \( \hat{\mu}_A, \hat{\mu}_B, \hat{\mu}_C, \text{etc.} \))**

**STEP 4) Evaluate the probabilistic decision model**

---

**Table: Iteration vs. Treatment Effects**

<table>
<thead>
<tr>
<th>Iteration</th>
<th>( d_{AB} )</th>
<th>( d_{AC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N_{iteration}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Combine with baseline data for population of interest. Preserve correlation structure by keeping data from each iteration together.

---

Sample from the joint posterior distribution (one-stage) or empirical distribution (two-stage).

---

Analyze using MCMC or MC simulation.

Which option maximizes Net Benefit (NB)?
5.1 Step 1) Define scope of decision problem and associated evidence network for NMA

The first step when undertaking an economic evaluation within a health technology assessment is to define the scope of the decision problem including clear definitions of the target population and interventions in the decision space. In addition, pre-specified study inclusion and exclusion criteria (including study design and comparators of interest – which may include interventions not in the decision space) are essential for the NMA of effectiveness as well as clear definitions of the outcome(s) of interest ensuring these are compatible with the economic decision model. Doing this will ensure i) consistency of evidence included in the network, and ii) focused policy-relevant results are provided by the synthesis rather than a summary of the (possibly disparate) evidence base.

These areas are considered in more detail below under the following headings a) Target population(s), b) Interventions in the comparator set, c) Study design and d) Outcomes.

5.1.1 Target population

It is important to explicitly define the target population for the decision of interest. Where possible, this should include consideration of potential intervention effect modifiers, such as the severity of the disease, comorbidities, intervention history, race, age, gender, socio-economic status and other demographic characteristics. There may be more than one target population, in which case it may be appropriate to consider separate economic decision models. For example, in an evaluation of interventions to prevent stroke in individuals with atrial fibrillation, the clinical benefit gained by individuals may differ depending on whether they have already experienced a stroke previously and therefore separate economic models may be appropriate. This in turn may result in different inclusion criteria being specified, and hence different studies included, for the NMAs informing each population subgroup economic model. Even if the same studies are used in the NMA for both subgroups, it may be desirable to include covariates in the NMA modelling (e.g. percentage of the population having suffered a previous stroke) and careful thought is needed on which estimates of effectiveness from the NMA model are used to inform the subgroup specific decision models (see Section 5.2). It is acknowledged that the more specifically the target population is defined, the less studies may be considered relevant for the NMA thus resulting in sparse networks. Therefore, it may be somewhat of a trade-off between how specifically the population is defined and how much of the evidence base is included. The validity of an analysis using less restrictive inclusion criteria will depend on whether the differences in populations are intervention effect modifiers as to whether one can generalise from the evidence population to the target population. As suggested above, it may be possible to incorporate intervention modifying covariates into the NMA to adjust for population differences but, especially when using summary data, this should not be seen as a panacea solution (see Section 5.2).

5.1.2 Interventions in the comparator set

All candidate interventions relevant to the decision problem need to be identified and, where possible, explicitly defined in terms of dose, co-interventions, healthcare setting, timing of delivery and so on. Using the terminology of Ades et al., the decision comparator set (Figure 3(i)) includes all candidate interventions relevant to the target population within the decision space. The mapping of interventions used in the trials to those in the decision space may not be completely clear cut (e.g. doses or timing of interventions may vary but may be considered similar enough to be dealt with as equivalent). The debates on lumping (i.e. combining similar but distinct interventions) versus splitting (i.e. maintaining a higher degree of differentiation in
intervention definitions) in MA have a long history and we cannot provide a definite answer here other than recommend clinical expert judgement and potentially exploring alternative NMA models such as hierarchical or structured models (e.g. allowing for dose response effects). The broader synthesis comparator set may include additional interventions beyond those included in the decision comparator set (e.g. placebo, interventions not licensed or older interventions no longer recommended). Including additional interventions in the synthesis comparator set may make a disconnected network connected. Other advantages of extending the network include an increase in the potential to check consistency, potential reduction in uncertainty by the inclusion of more evidence, and the final results will be more robust and less sensitive to the inclusion of any individual study. However, the expansion of the network may lead to increased risk of inconsistency and heterogeneity, and thus increased uncertainty in the pooled estimates from the RE model. For example, the inclusion of “older” trials comparing subsequently superseded interventions may have been carried out in an era where trial methodology/practice/populations were different to more recent trials, increasing the propensity for such trials to be inconsistent with the recent ones (but the authors are not aware of any empirical evidence to support this at present and seeking clinical input maybe helpful in such situations). Although Figure 3 makes little sense clinically, it does clearly illustrate many of the concepts discussed above; that is, panel (i) shows the decision comparators and the direct evidence available for deciding between placebo and Aspirin for the prevention of stroke in individuals with non-rheumatic atrial fibrillation, panel (ii) extends the network to include a broader set of synthesis comparator interventions now including further trials in which either decision comparator is compared to another intervention, and panel (iii) extends the network further to include all connected trials in non-rheumatic atrial fibrillation conducted at the time the analysis was performed. The bottom panel in Figure 3 shows that extending the network as displayed in panel (ii) reduces the uncertainty in the estimated relative intervention effect between placebo and Aspirin; however, you get diminishing returns as the network expands (panel (iii)) away from the decision-relevant interventions. It is therefore important to carefully consider the structure and scope of the network.
**Figure 3: An Illustrative Example Evaluating the Use of Aspirin Compared to Placebo for the Prevention of Stroke in Individuals with Non-Rheumatic Atrial Fibrillation**

As the network is extended to include all RCTs in the clinical area containing either placebo or Aspirin, and thus additional interventions, it can be observed that the uncertainty is reduced considerably (panel ii). However, when the NMA is expanded to include all RCTs (panel iii) the uncertainty in the pooled risk ratio is increased slightly compared to the NMA of placebo or Aspirin RCTs despite the inclusion of more information. This is because of the increase in the between-study variance (i.e. the measure of within-intervention comparisons between-study heterogeneity) that in turn reduces the absolute weight given to each study in the synthesis.

<table>
<thead>
<tr>
<th>(i) Pairwise meta-analysis</th>
<th>(ii) NMA of RCTs including placebo or Aspirin arms</th>
<th>(iii) NMA of all RCTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspirin</td>
<td>Aspirin</td>
<td>Aspirin</td>
</tr>
<tr>
<td>Placebo</td>
<td>Placebo</td>
<td>Placebo</td>
</tr>
<tr>
<td></td>
<td>Warfarin</td>
<td>Warfarin</td>
</tr>
<tr>
<td></td>
<td>Low dose warfarin</td>
<td>Low dose warfarin</td>
</tr>
<tr>
<td></td>
<td>Alternative day aspirin</td>
<td>Alternative day aspirin</td>
</tr>
</tbody>
</table>

**Results**

- **Pairwise MA (N=4)**: RR = 0.74 (95% CrI 0.41 to 1.58), Tau-sq=0.09 (0.00 to 2.31)
- **NMA of Aspirin & placebo RCTs (N=16)**: RR = 0.65 (95% CrI 0.46 to 0.88), Tau-sq=0.03 (0.00 to 0.28)
- **NMA of all relevant RCTs (N=22)**: RR = 0.63 (95% CrI 0.44 to 0.89), Tau-sq=0.04 (0.00 to 0.30)

Source: Reprinted from Cooper et al. 2011, with permission from Elsevier.
5.1.3 Study design

Study designs to be included in the NMA need to be pre-specified in the inclusion criteria. For an informed decision making process it is important to make optimal use of the available evidence. Typically, evidence on relative effectiveness is restricted to RCTs (thus implicitly assigning a weight of zero to all other available evidence). RCTs are considered to be the gold standard of evidence for relative effects because their controlled setting minimizes potential bias due to lack of internal validity, although it has been argued that their experimental setting limits their external validity. On the other hand, observational studies may reflect the target population and setting more closely, but are often prone to internal biases such as selection bias, non-response bias and/or confounding. Additionally, in some contexts, randomised evidence may be extremely limited or unavailable for ethical reasons, which may lead to the use/inclusion of observational data (despite its limitations). However, when this is done, it is important to consider and adjust for possible biases that may exist in the evidence (see below).

Open-label extension studies are a particular type of observation study that are usually undertaken to assess the long-term safety and efficacy of an intervention following-up patients previously enrolled in an efficacy RCT. Such studies pose their own challenges as both the patient and the physician are aware of which groups are receiving what type of intervention (lack of blinding), and usually no standard intervention or placebo is utilized as a comparator. Also, only a proportion of the patients initially recruited into the RCT will likely agree to take part in the open-label part of the study and this population will potentially be unrepresentative of the original trial. For example, the open-label study has a greater propensity to include those participants who responded well to the intervention or switched interventions after not responding well on the comparator.

Given the above, analysts are faced with a choice about whether to limit the NMA to “best available evidence”, thus restricting the evidence base to well-conducted “low risk of bias” RCTs, or include “all available evidence”, in which all available evidence is included. The latter may increase precision but at the expense of an increased risk of bias if studies at high risk of bias are not “down-weighted” in the analysis. Methods to enable the incorporation of different study designs within the NMA framework (Step 2) by adjusting for study-specific biases have been proposed within the meta-analysis and NMA literature. Such methods are still at the developmental stage and more rigorous evaluation is required before they can be applied routinely as the primary analysis. However, as for any systematic review-based endeavour, it is good practise to assess the risk of bias within individual studies in terms of allocation concealment, blinding of outcome assessment, completeness of follow-up for RCTs and blinding of outcome assessment, and completeness of follow-up and balance of confounders between study arms for non-randomised studies. These measures of risk of bias can then be used to assess their potential influence on the results as part of a sensitivity analysis.

5.1.4 Outcomes

It is important to clearly define the outcomes required to inform the clinical parameters of the cost-effectiveness model, as they may differ from the outcomes required for the clinical review of any health technology assessment. That is to say, the synthesis approach used to “just” combine and summarise trial outcome results, as required in a typical systematic review/meta-analysis for any clinical review, may not produce quantities which are a “good fit” for the effectiveness parameters, as defined, in the economic model. For the clinical review, very often, the most commonly reported outcomes from the primary studies will be used as the primary outcomes of the meta-analysis as to maximise the data used. Such an approach may well be sensible from an inference-driven perspective, but in a specific decision making context such an approach may not be optimal (see Case study 2, Section 10). Burch et al. evaluate the effectiveness and cost-effectiveness of the use of anti-virals for the treatment of influenza. This
is a good example where the synthesis estimates from the clinical review, performed on the median time to the alleviation of symptoms as reported in the trials (since a proportion of patients were still ill at the end of the trials and hence their outcome times unknown and censored), were not appropriate to inform the economic evaluation, where mean time to alleviation of symptoms was required. Another situation is when time is an important factor. For example, if the studies report effectiveness of the intervention of interest at different time points but not all studies report all time points. In this situation if only one time point was of interest for the economic evaluation the options available include i) only include trials which report data at the time point of interest – but this may exclude a lot of trials; ii) assume effectiveness is similar at different times and combine across different time points – but this makes strong assumptions; or iii) fit a synthesis model which allows for different time points in the modelling (see Case study 2, Section 10).

Having defined the scope and specified the inclusion/exclusion criteria as discussed above, the next stage is study identification. Typically, the studies (usually RCTs) to populate the network are identified by means of a systematic literature search with relevant studies identified as those that adhere to the pre-specified study inclusion and exclusion criteria including target population, comparator interventions, study design inclusions and outcomes discussed above. A published systematic review(s) (SR) in the area of interest may already exist. If this is the case, then it may be possible to use this review, and any evidence synthesis within it, to obtain estimates of the clinical relative effect parameters required for the economic decision model as long as it meets the scope and pre-specified inclusion/exclusion criteria; however, it may require updating or expanding to include all comparators in the synthesis set (see Section 6).

Before proceeding to fitting the NMA to the data (Step 2) it is imperative to check that the network of identified study data is connected (see Section 4) and issues, such as sparse data (see Section 8), are identified.

5.2 Step 2) Estimate intervention effects relative to reference intervention using NMA

The second step is to fit an NMA model to the data from the studies in the network of intervention comparisons, to obtain estimates of all intervention effects relative to a reference intervention (for example, standard care or placebo). If a published NMA relevant to the decision problem already exists, it may be possible to use the results to inform the clinical parameters for the economic decision model without further analysis or modifying existing analyses. Situations where this is and is not possible are considered in Section 6.

Firstly, it is important to decide on the appropriate outcome statistic for the data being combined. For binary data (i.e. number of events out of the total number of study participants per intervention arm) the most common outcomes are relative risk or odds ratio, however, for continuous data (e.g. time to event data) appropriate outcomes include the mean difference or hazard ratio. Rate data may also be available where the number of events in a specified follow-up time is presented; such a data format allows for multiple (assumed independent) events per person. For details on how to choose between outcome measures and their respective model specifications and WinBUGS code to implement the NMA models see Dias et al. See Section 9 for more complex NMA methods, as models of the type described within this section will be relevant for some applications.

Both heterogeneity and inconsistency can be considered to be due to factors that interact with the intervention effect and vary between trials. Such factors may be numerous, unknown and/or
unmeasured, but when they are known and measured then they can (in theory) be incorporated into the synthesis model to reduce heterogeneity and/or inconsistency.\textsuperscript{10,74}

Patients’ event rate risk on the reference intervention (more commonly termed baseline risk) may be considered as a proxy for unmeasured patient-level characteristics which may be modifiers of intervention effect and therefore a potential source of heterogeneity and/or inconsistency.\textsuperscript{10,24} It may therefore be appropriate to adjust for patients’ event rate risk on the reference intervention in the NMA. In the context of informing an economic model, knowing that the effectiveness of an intervention varies by unknown patient characteristics complicates the estimation of relative effectiveness because identifying the appropriate baseline level for the target population will generally not be possible without knowing which patient characteristics influence it without having trials in the specific population of interest. A strong argument can be made for obtaining the IPD from the included studies in an attempt to identify which patient-level characteristics are important predictors of effectiveness. In reality, fitting meta-regression models (to summary data) will be restricted by the number of trials in the network.\textsuperscript{75} If known individual participant-level intervention effect-modifying covariates exist (e.g. disease severity), and the distribution of these varies both within and between comparisons, a strong case can be made for attempting to obtain and use IPD (see Section 9.4) in which regression methods can be used to adjust for such effects. Alternatively, it may be possible to restrict the study inclusion criteria for NMA to focused populations removing the variability in intervention modifying covariate(s) effects (see Section 5.1); for example, analysing early and late-stage disease populations separately. Additionally, unlike pairwise meta-regression analysis, alternative assumptions regarding the regression effects on the different interventions can be made; that is, regression effects can be assumed to be the same, different or exchangeable across all or subsets of the interventions.\textsuperscript{74}

It is important that the relative effects of the interventions and their uncertainty be appropriately incorporated into economic models.\textsuperscript{76} For FE NMA the pooled intervention effects are the appropriate summary from which to calculate the absolute effects in Step 3) to input in the decision model. However, for RE models there are a number of measures that may be appropriate depending on the interpretation of the heterogeneity in the studies included in the NMA and how this relates to the target population (see Case study 1, Section 10). Welton et al.\textsuperscript{76} identify five possible summaries that may be used as inputs in the economic model:

(i) \textit{Random effects (posterior) mean} (i.e. the mean of the random effects distribution) – this assumes that the decision setting is exactly equal to the average setting from the studies included in the NMA;

(ii) \textit{Predictive distribution} – this assumes that the target setting for the decision is “similar” to those in the studies included in the NMA; that is the relative intervention effects (compared to the reference intervention) in the decision setting comes from the same distribution of intervention effects but we do not know where in the distribution it lies. Therefore, predictive distribution incorporates both the uncertainty about the value of a new observation as well as the observed variation in the data;

(iii) \textit{Shrunken study-specific estimate} – considers the decision setting to be similar to those in the studies included in the NMA (as for the predictive distribution above) but it is most closely represented by a single study population. When estimates are combined using RE models, the model updates estimates of the individual studies, taking into account the results from all the other studies in the analysis; that is, the study-specific intervention effects are “shrunk” towards the overall random effects mean assuming the borrowing of
information across studies (i.e. exchangeability). These study-specific intervention effects estimates (known as “shrunken” estimates) will be more precisely estimated than the study estimates alone.

(iv) Random effects distribution – considers the decision setting to be made up of those included in the studies in the NMA and therefore the heterogeneity estimated in the NMA setting is expected to be seen in the decision setting. In this context it is necessary to integrate over the entire RE distribution for the economic model; and

(v) Independent study-specific estimate – considers the decision setting to be represented by a single study population where information from all other study populations is irrelevant (e.g. poor quality leading to a high risk of bias and cause of heterogeneity). In this case the effect estimate from the study alone (not the NMA!) is the appropriate input for the decision model.

For more technical details, including obtaining inputs for the economic model when covariates are incorporated into the NMA, see Welton et al.

Having fit the NMA it is important to identify and investigate any inconsistencies in the data; that is, where estimates for the same pairwise effect differ between different evidence sources (see Section 4). Methods for identifying inconsistency include node splitting as described in detail by Dias et al. This method may detect inconsistencies in the network and identify the problematic loops but will not detect which data within the identified loops of evidence in the network are inconsistent; this requires the analyst, ideally with clinical input, to re-examine the studies in the data together with the inclusion criteria. Note that the detection of inconsistency suffers from low power and therefore failure to find inconsistency in the network does not mean that there is no inconsistency. It is also important to check the fit of the model to the data both relative to other possible NMA model formulations (where appropriate) and in absolute terms. Goodness of model fit statistics include the DIC which can be used to choose between model formulations that utilise the same data (e.g. fixed and random effects), and the posterior mean residual deviance statistic which assesses how well the model fits the data. In addition, analysts should examine the between-study variance terms of different model specifications (note, often adding covariates to the NMA model only changes the DIC or posterior mean residual deviance statistic marginally but the value of the between-study variance parameter may reduce considerably indicating that intervention-covariate interactions may explain a worthwhile proportion of the between-study variability).

5.3 Step 3) Estimate absolute effects derived from NMA and baseline data

Most economic decision models require clinical effectiveness inputs expressed in absolute terms rather than relative; that is, separate probabilities for each intervention option of interest (e.g. the probability of intervention A preventing stroke, probability of intervention B preventing stroke, probability of intervention C preventing stroke, etc.). This can be achieved by combining the relative effects estimated in Step 2) with baseline data (i.e. the natural history in absolute terms under the reference intervention in a comparator set) for the population of interest to obtain the absolute intervention effect under the different intervention regimens of interest. As the relative intervention effects have been estimated jointly from a single NMA synthesis model, in most cases this will induce correlations between the parameters and therefore it is essential to maintain this correlation structure when translating relative effects to absolute effects for the decision model (see Step 4).
There are a number of ways of estimating the natural history under the reference intervention and which is the most appropriate will depend on the context. This baseline data can be estimated from some or all of the trials in the NMA that include a reference intervention arm, however, care needs to be taken to ensure the data are representative of the target population under current circumstances (e.g. may want to limit the analysis to the most recent trials or country-specific trials, say, Canadian-based). If this approach is adopted, and the synthesis and baseline model fitted simultaneously, care should be taken to ensure neither influences the other and both analyses remain independent. An alternative approach, that may provide a better representation of the population of interest, is to use baseline natural history data that is independent of the relative effects data obtained, for example, from registries and/or cohort studies which may have better external validity. A separate baseline synthesis model can then be fitted to estimate the natural history under the reference intervention. Technical details on both of the above methods, as well as further topics regarding the estimation of the baseline model (including incorporation of covariates, use of IPD, use of multiple outcome measures, synthesis of state transition models, and model validation and calibration), are presented elsewhere.

The clinical outcomes under each intervention option in the decision set can be obtained by putting the results from the baseline model together with the relative effect estimates from the NMA to obtain absolute effects. As discussed in Step 2), there a number of ways to summarise RE models. The random effects mean together with its variance can be used to represent the baseline response; however, Dias et al. argue that this under-represents the variation observed in the data (i.e. as we gather more baseline data the mean estimate will become more precise but the variation will remain constant). Instead, they recommend the use of the predictive distribution for a new baseline which incorporates both the uncertainty about the value of a new observation and the observed variation in the data, but currently this is rarely used in practice although may be the most relevant parameter in more instances than is appreciated. Alternatively, in some situations, it may be more appropriate to use the shrunken estimates of the study(s) relevant to the decision population (see Step 2).

5.4 Step 4) Evaluate the probabilistic decision model utilising absolute effects

Finally, the absolute effects, along with all other model parameters, can be input into the specifically developed economic decision model and the decision model evaluated stochastically by simulating from the joint distribution of all model inputs to ensure parameter uncertainty is appropriately propagated through to the expected model outcomes (see Section 3). Allowing for the uncertainty in the model parameters, the best decision option is that which maximises expected net benefit. It is important to point out that care needs to be taken when calculating the expected net benefit, as the expected net benefit is not the same as the net benefit at the expected values of the model parameters, unless net benefit is linear in all its parameters and there are no correlations between parameters (this implies that net benefit needs to be calculated at each iteration when using MCMC or MC [Monte Carlo] methods as described in i) to iv) below). As most evidence synthesis models, that are often used to inform model parameters, are fitted on the logarithmic or logit scale and the required parameters for the model are usually probabilities on the natural scale, the transformation from one to the other will be non-linear. With NMA there is also the added complication that when multiple effectiveness parameters are estimated within a single synthesis model, in most cases, this will induce correlations between the parameters. When intervention options are compared within a stochastic framework, these correlations may affect the uncertainty in the incremental net benefit, and for this reason it is crucial that the joint parameter uncertainty, including correlation structure, be propagated through the economic decision model. Note that if only a single
pairwise comparison from the network is of interest (i.e. estimated using the whole network of evidence e.g. atrial fibrillation in Figure 3) then correlation may not be an issue.

Four approaches to incorporating evidence synthesis (including NMA) results into probabilistic economic decision models, which will correctly propagate the uncertainty and correlation structure in the evidence synthesis in any situation, have been outlined by Dias et al.\textsuperscript{13} and are described below.

i) \textit{Bayesian posterior simulation – One-stage approach} (combining Steps 1 to 4 in Figure 2): This integrated approach simultaneously estimates the relative intervention effects from the NMA (Step 2) and the baseline rates using the relevant data for the population of interest as discussed above (or the baseline effects may be specified directly as statistical distributions if the baseline data are analysed elsewhere). Expressions for the absolute effects are specified and thus derived directly (Step 3) by sampling from the Bayesian posterior distributions of the specified parameters. The samples from these posterior distributions, in turn, inform the relevant parameters of the economic decision model (Step 4). By specifying all this modelling within a single coherent framework (also known as comprehensive decision modelling\textsuperscript{79-81}), utilising only a single piece of software code, it ensures that the joint parameter uncertainty, including correlation structure, is maintained. As samples from the joint posterior distribution of the absolute effects are fed directly into the decision model, and net benefit evaluated for each set of parameter samples, no distributional assumptions for these absolute effects are required. This may be particularly important for adverse effects or other rare event data where posterior distributions may be non-symmetrical (see Section 8). This is a simulation-based method which uses Markov Chain Monte Carlo (MCMC) sampling (i.e. propagates evidence uncertainty “back” from the data onto the parameters and then forward through the decision model\textsuperscript{81}) as implemented in several freely available statistical packages such as WinBUGS,\textsuperscript{14} OpenBUGS,\textsuperscript{82} JAGS\textsuperscript{83} and STAN.\textsuperscript{84}

ii) \textit{Bayesian posterior simulation – Two-stage approach}: As above, stage one of this two-stage approach simultaneously estimates the relative intervention effects from the NMA (Step 2) and the baseline rates using the relevant data, and expressions for the absolute effects are specified and thus derived directly (Step 3) by sampling from the Bayesian posterior distributions of the specified parameters (alternatively the relative effects only may be estimated in the first stage and baseline effects specified along with the other decision model parameters in stage 2 of the modelling (see below)). In stage 2, these parameter estimates, expressed as an array of simulated values generated from the full posterior distribution (which together form an empirical distribution), are exported into another software package (e.g. Excel, TreeAge Pro,\textsuperscript{85} R\textsuperscript{21}) where the decision model and data for other model parameters are specified. This decision model is then evaluated using Monte Carlo simulation (Step 4) which draws sample values from the array of simulated values (i.e. an empirical distribution) for the effectiveness parameters (and whatever distributional forms are specified for the other model parameters). Usually, many values are sampled (i.e. 1000s) to obtain accurate empirical distributional representations of the outcomes of interest (i.e. net benefit) for each intervention option with associated uncertainty. When implementing this two-stage approach, it is imperative that, at each iteration of the Monte Carlo sampler, the sample value drawn for each effectiveness parameter comes from the same iteration in the MCMC output (i.e. in practical terms this means sampling from the same “row” of simulated data array for all effectiveness parameters). If this is not adhered to, the correct correlation structure between effectiveness parameters will not be correctly maintained. But when implemented correctly, this two-stage approach has the same technical properties as the one-stage approach described; that is, no distributional
assumptions are specified for the effectiveness parameters and correlations are maintained. Exporting the array of simulated values can be achieved manually by cutting and pasting the values from, say WinBUGS\textsuperscript{14} using the CODA output, or automated by using such packages as R2WinBUGS\textsuperscript{86} and/or REexcel,\textsuperscript{19,87} or NetMetaXL\textsuperscript{18}.

iii) \textit{Frequentist estimation with Monte Carlo simulation:} Modules have recently been developed in STATA,\textsuperscript{16,17} R and SAS\textsuperscript{88} that enable the user to fit NMA models. These methods are typically not simulation-based and thus do not provide empirical distribution samples (as described and utilised in the two-stage approach above) for the effectiveness parameters of interest. Instead they produce parameter estimates, together with their variance-covariance matrix. By making assumptions about the distributional form of these relative effectiveness parameter estimates (usually multivariate normal), it is possible to specify parametric distributions for them, along with the other model parameters, that can be sampled from in order to evaluate the stochastic economic decision model (using Monte Carlo simulation for this second stage). Hence, the limitation of this approach relates to the accuracy of the assumed distributional form of effectiveness parameters, the implications of which, to our knowledge, have not been fully investigated. Note also that many frequentist software routines for random effects evidence synthesis modelling (including NMA) do not allow for the uncertainty in the variance parameters, unlike the Bayesian methods, and thus may provide overly precise estimates; however, this underestimation is likely to be relatively small\textsuperscript{89} and frequentist methods which incorporate such parameter uncertainty\textsuperscript{89,90} have been developed.

iv) \textit{Frequentist estimation with bootstrapping:} Bootstrapping is a statistical technique whereby “new” datasets are generated by resampling with replacement from the original data\textsuperscript{91} and the analysis is repeated on each sample dataset. These analyses produce a set of parameter estimates similar to those samples from a Bayesian posterior distribution which can be used as part of a one- or two-stage approach as described above. Note that this approach may be problematic when sample sizes and/or number of studies are small, and/or zero cells are present, and is relatively unexplored in an NMA context.\textsuperscript{92}

In summary, where NMA is required to provide parameter estimates for multiple intervention effects in an economic decision model, then the Bayesian MCMC simulation methods of synthesis (i.e. methods i) and ii) outlined above) are likely to be the most convenient because they allow the full joint posterior uncertainty in the model parameters, including correlation structure, to be propagated with ease through the decision model as part of either a one- or two-stage approach. It is appreciated that Bayesian MCMC software packages, such as WinBUGS, can be difficult to learn as they operate quite differently from general purpose statistical packages such as SAS, STATA, SPSS, etc. This factor has probably limited their use in the past; however, more user-friendly software front-ends to MCMC packages\textsuperscript{18-20} are becoming available, and some even focus on fitting NMA models specifically, and may provide an appealing alternative. As outlined above, frequentist methods are also available and if used carefully and with their limitations noted, offer a reasonable alternative in certain situations, although they lack the flexibility to be able to incorporate shared parameter models (see Section 9.1) and joint modelling of multiple parameters (see Section 9) that may be necessary for decision modelling. But their performance, particularly with respect to the limiting assumptions they require, needs further evaluation before they can be fully endorsed.

As with any economic decision model, it is important to perform a thorough sensitivity analysis to assess the influence of the model structural and input parameter assumptions on the cost-effectiveness results.
6. USING ESTIMATES FROM PUBLISHED NMAs TO INFORM CLINICAL PARAMETERS IN AN ECONOMIC EVALUATION

If a published SR in the area of interest already exists then it may be possible to use study data from this review, and any evidence synthesis within it, to obtain estimates of the clinical parameters required for the economic decision model as long as the review meets the pre-specified scope and exclusion/inclusion criteria set out in Step 1 (Figure 2). Where the published SR includes an up-to-date NMA relevant to the target population of interest and contains all relevant comparators, the results may be used to obtain absolute effects for use in the economic decision model (omitting Step 2). However, unlike pairwise meta-analysis where it may be possible to extract the pooled estimate and its variance from the published analysis for use in a decision model, multiple effectiveness parameters from an NMA will be correlated and therefore the variance-covariance matrix will be required to maintain the joint parameter uncertainty (as noted in Steps 3 and 4); in our experience this is rarely, if ever, published. Also, if a RE NMA model has been fitted, there is also the issue of whether the appropriate measure from the NMA has been reported (e.g. random effects (posterior) mean, predictive distribution, etc.; see Step 2), Section 5). However, provided the individual study summary data are published it will be possible to reanalyse the NMA for purposes of informing the decision model as described in Steps 2), 3) and 4) above.

Where the published SR includes pairwise meta-analysis(es) then the evidence base may contribute to the network, but it is likely that additional studies either addressing omitted comparisons of interest or studies published since the review will need to be identified (via appropriate systematic search strategies) and included(Figure 4 and Figure 5). To fit the evidence base within the restrictive pairwise meta-analysis framework it is likely that interventions may have been “lumped” together (e.g. same intervention but different doses or differences in intensity of control regimes defined as “usual care”, etc.); however, NMA provides a framework that (dependent on the data available) potentially allows such interventions to be kept distinct, permitting decisions to be made not only about the most effective intervention but also the most effective intervention dose or regime (Figure 4 and Figure 5) for the target population.

As initially highlighted in Section 5, even within NMA, the degree of “lumping/splitting” will often require expert input as a level of subjectivity is inevitable, especially where evidence bases are sparse (increasing the likelihood of a disconnected network)(see Section 8), and there may be a necessity for “lumping” in order to produce “coherent” estimates of relative intervention effects. Note that “lumping” brings increased precision but at the risk of increased heterogeneity that may be important if we are to identify the optimal regimen of an intervention. An exploratory tool to help inform the decision of whether to lump interventions together has been developed.52,93

Finally, to aid the analysts, reviewer’s checklists have been developed which present a series of questions to help assess the credibility and applicability of the results from an NMA to the decision setting of interest.35,50
**Figure 4: An Evaluation of the Effectiveness of Interventions to Increase the Prevalence of Smoke Alarms in Households with Children**

The network diagrams below show how the “intervention” arm of the pairwise meta-analysis presented in the Cochrane review\(^{94}\) can be “split out” into distinct intervention strategies using an NMA framework\(^{95}\) which enables all interventions to be compared with one another and the most effective intervention strategies to be identified (note the remit of the NMA was extended to include intervention versus invention studies to the network).

1) **Pairwise meta-analysis of any interventions to increase the prevalence of smoke alarms versus usual care\(^{94}\)**

![Network Diagram 1]

2) **NMA including all interventions to increase the prevalence of smoke alarms versus each other and usual care\(^{95}\)**

![Network Diagram 2]

Source: Reprinted from Achana et al. 2014,\(^{96}\) with permission from Elsevier.
FIGURE 5: AN EVALUATION OF ANTITHROMBOTIC THERAPY TO PREVENT STROKE IN PATIENTS WHO HAVE NONVALVULAR ATRIAL FIBRILLATION

Hart et al.\textsuperscript{97} published eight pairwise meta-analyses to evaluate the effectiveness of different antithrombotic therapies to prevent stroke in patients who have nonvalvular atrial fibrillation (panel i). These eight pairwise meta-analyses were combined by Cooper et al.\textsuperscript{74} to form a network of evidence (panel ii) and NMA was undertaken to allow all interventions to be compared to one another (even where no direct comparative evidence existed) and to estimate the most effective intervention(s) for preventing stroke.

i) Pairwise meta-analyses\textsuperscript{97}

![Diagram of pairwise meta-analyses]

ii) Network meta-analysis (using all the trials identified in the Hart et al.\textsuperscript{97} systematic review plus one additional study, BAFTA, which compared adjusted anti-coagulant vs low-dose Aspirin)\textsuperscript{74}

![Diagram of network meta-analysis]

ii) Source: Reprinted from Cooper et al. 2009,\textsuperscript{74} with permission from Wiley.
7. CAN PREVIOUS SYSTEMATIC REVIEWS HELP INFORM AN NMA SYNTHESIS FOR ECONOMIC EVALUATION? A DECISION TOOL

Figure 6 presents a decision tool we have developed to inform the optimal approach to NMA for a given decision problem. The tool primarily relates to Steps 1 and 2 of the schematic diagram outlining how to interface NMA with economic decision models presented in Figure 2, although all steps have been included for completeness.

As described in Section 5.1 (Step 1) above, when undertaking an economic evaluation within a health technology assessment it is essential to first define the scope of the decision problem, including pre-specified study inclusion and exclusion criteria clearly defining target population(s), interventions included in the comparator set, and outcomes; the first stage in the decision tool. The next stage is to identify whether an existing SR(s) has already been published addressing the question of interest.

If NO => The analyst proceeds down the right-hand side of the flow diagram, first performing a new SR for the decision problem of interest to identify relevant studies by applying the pre-specified inclusion criteria, and then using this evidence base to define the network. The next stage is to check whether the network is connected and if it is, then the analyst may proceed to conducting the NMA (Step 2). At this stage it is important to explore inconsistency, heterogeneity and model fit of the NMA before combining the results with baseline data to obtain absolute effects (Step 3). These absolute effects, along with other parameter estimates, can then be input into the probabilistic economic decision model and evaluated using one of the methods defined in Section 5.4 (Step 4) above. If the network is not connected, then the analyst must question whether it is clinically justifiable to “lump” interventions together or proceed omitting isolated disconnected interventions. If the analyst can answer YES to either of these then they may proceed to the NMA and progress as outlined above. If NO, then the analyst cannot proceed as defined in the scope and must choose one of the following options: (i) revise the proposed evaluation by limiting the decision space or expanding the network scope; (ii) adopt an alternative analysis method (see Section 9 for non-standard NMA models); or (iii) abandon the quantitative synthesis and thus the economic evaluation due to lack of data.

If YES => The analyst proceeds down the left-hand side of the flow diagram, first carefully checking that the scope and inclusion criteria of the published SR(s) match those pre-specified for their analysis. If the published review contains an NMA then the analyst must answer a series of questions to assess whether it is appropriate to use the NMA to inform the clinical parameters in the economic decision model. These are:

Is the NMA up to date?

Are interventions in the network distinct and if not, has any “lumping” of interventions been clinically justified?

Are the appropriate measure (e.g. random effects (posterior) mean, predictive distribution, etc., Section 5.3) and corresponding variance-covariance matrix from the NMA presented in the published review?

Has inconsistency, heterogeneity and model fit been assessed, and model assumptions reasonable and/or maximise use of available data?
Answering NO to any of the above questions results in the analyst switching to the example-specific SR and NMA pathway (i.e. the right-hand side of the flow diagram).

Throughout the above process, to ensure transparency and reproducibility, it is important that decisions made at each step of the tool be carefully documented and references (such as published SR(s), NMA models used, etc.) cited where applicable.
Figure 6: Decision Tool to Inform the Optimal Approach to NMA for a Given Decision Problem

To ensure transparency and reproducibility, decisions made at each step of the tool should be carefully documented and references cited where applicable.

**STEP 1**
Define the scope / inclusion criteria (including target population, outcome definition, interventions, etc.)

Has an SR(s) already been undertaken in the area of interest?

Are the scope and inclusion criteria the same?

Does the SR(s) include an NMA?

Is the NMA up-to-date?

Are interventions in network distinct or any "lumping" clinically justified?

Is the appropriate outcome measure & corresponding variance-covariance matrix from the NMA presented?

Has inconsistency, heterogeneity and model fit been assessed, and model assumptions reasonable/maximising use of available data?

**STEP 2**
Perform a SR to identify studies that meet the inclusion criteria

Does the SR(s) include relevant information on primary studies?

Update deficient areas using SR

Define network of distinct interventions

Redefine network

Is the network connected?

In order to make a connected network is it clinically justifiable to "lump" interventions. If not, does it make sense to proceed omitting isolated disconnected interventions?

**STEP 3**
Conduct NMA ("off-the-shelf" or bespoke model) exploring inconsistency, heterogeneity and assessing model fit deploying sensitivity analysis where appropriate

Is study-specific data for the NMA presented?

Extract data from references

**STEP 4**
Combine NMA results with baseline data to obtain absolute effects

Input absolute effects, along with other parameter estimates, into probabilistic economic decision model and evaluate

Alternative analysis method required / abandon.

Limit decision space or expand network scope

(SR = Systematic Review, NMA = Network Meta-analysis, MA = (Pairwise) Meta-analysis)
8. ADVERSE EVENTS/SPARSE DATA

In addition to informing the efficacy parameters in an economic evaluation, it may be appropriate to use NMA to synthesise information on adverse events relating to interventions. Below we consider exclusively the synthesis of RCT adverse event/sparse data and predominantly the unique technical challenges a quantitative synthesis of such data presents for economic evaluation, although we acknowledge this may not always be the optimal choice of data to use.\(^8\) For a more general coverage of the evaluation of adverse events, including the challenges of non-standardised reporting practices observed for adverse events in RCTs and the use of different sources of data (Section 5.1), the interested reader is referred elsewhere.\(^9\)

Over the past two decades, a sizeable literature has grown around the use of evidence synthesis – and specifically pairwise meta-analysis of RCTs – for identifying and quantifying the risk of adverse events. The main issue relevant to both MA and NMA relates to sparse data. This is particularly pertinent to adverse event data but may also be relevant to sparse efficacy data. A particular challenge often faced when synthesising adverse event data (or sparse efficacy data) is that arms of certain studies will observe zero events in one or more study arms, producing problems with the use of many commonly used synthesis methods, and, in the context of NMA, may result in an apparently connected network becoming effectively disconnected. A routine approach when dealing with zero events is to apply a continuity correction to the data to enable outcomes of interest, such as the odds ratio or relative risk to be calculated and combined using standard (inverse variance weighting) methods. However, as discussed in The Cochrane Collaboration Handbook (Section 16.9)\(^10\)\(^0\)\(^0\)\(^1\) and informed by simulation studies,\(^102\)\(^-\)\(^104\) such methods are to be avoided in favour of methods that avoid the need for continuity corrections including “exact” likelihood methods that model the data directly. Such methods also remove the reliance on the assumptions that the effect estimates are normally distributed or that the effect sizes’ standard errors are known when they are in fact estimated (as is done using standard inverse variance methods).\(^105\) Due to the often sparse nature of adverse event data, the between-study heterogeneity parameter will often be very poorly estimated, and frequently estimated to be 0 (i.e. reducing the random effects model to a fixed effect one) even when heterogeneity is present.\(^103\) Due to this, and the fact that exact likelihood methods incorporating random effects were, until recently, difficult to implement, the Cochrane Handbook advises that: “incorporation of heterogeneity into an estimate of a intervention effect should be a secondary consideration when attempting to produce estimates of effects from sparse data – the primary concern is to discern whether there is any signal of an effect in the data.”\(^100\) However, in the context of an economic evaluation where the aim is to include as much variability and uncertainty of parameter estimates as possible, as well as use the most “appropriate” estimate of effect, the argument for using random effects is perhaps more persuasive when heterogeneity is present. Fortunately the implementation of exact methods, such as logistic regression including random effects, is becoming more commonplace in standard statistical software,\(^105\) as well as development of methods specifically targeted at the random effect sparse data meta-analysis context.\(^106\) Bayesian MCMC models usually use exact likelihood specifications and hence provide an appealing alternative to frequentist methods,\(^9\)\(^8\)\(^1\)\(^3\) although care needs to be taken when specifying prior distributions which are intended to be vague as, particularly for the heterogeneity variance, these can be more informative than intended when data are sparse.\(^107\) A further issue relates to how to deal with “double-zero” studies; that is, studies with no events of interest in either arm of a two-arm trial. Until recently, the view was that such trials should be excluded from the analysis of relative measures of effect, such as the odds ratio or relative risk\(^100\) (however, recent publications have challenged this view\(^106\)\(^108\) and argued that they should be included and these claims need further investigation). Given the challenges of parameter estimation in sparse networks there
may be “pressure” to “lump” interventions together in order to make networks estimable (see Section 5.1).

There are further issues which need consideration when undertaking NMA of adverse event (and sparse) data. Fortunately, as for MA, many Bayesian NMA models (both fixed and random effects) do use exact likelihood specifications (e.g. those outlined in the NICE Technical Support Documents\textsuperscript{109}). A frequentist exact (logistic regression) random effect NMA model has also recently been described by Simmonds and Higgins.\textsuperscript{105} A further consideration is the distribution of the single- (i.e. zero observations in one arm of the trial) and double-zero studies throughout the network. While there would appear to be some controversy as to whether double-zero studies should be included in a pairwise meta-analysis (on a relative scale), this issue remains pertinent for NMA (and studies with more than two arms and multiple zeros need further investigation), but raises associated concerns regarding network node connections (see Section 4). For example, i) Can double-zero studies alone be considered to form connections between intervention nodes when no other studies exist to link a node into a network? And ii) Can an intervention be included when all studies that include the intervention observe zero events for that intervention? There is clearly a need for further work to decisively answer such questions, but in the meantime the authors advise that at least one event needs to be observed for any intervention node included in the analysis and double-zero studies should be initially excluded, with the effect of including them being explored as a sensitivity analysis. Even if these principles are adhered to, our experience is that for networks with very sparse numbers of events, problems of estimation can exist and care needs to be exercised to ensure “sensible” answers from converged estimation algorithms are obtained (note also that zeros can create problems when applying model fit statistics). A further issue relates to adverse events which are essentially impossible under some intervention options; for example, febrile neutropenia can only occur in trial arms of cancer studies in which chemotherapy is given. In such situations estimating relative effects between chemotherapy and non-chemotherapy arms will not be possible, and estimating absolute rates using single trial arms may be the best solution; however, this needs further research.

A small, but highly innovative, literature has started to appear for advanced methods for NMA of sparse data.\textsuperscript{110-113} A recurring theme is the desire to make estimation more robust, and reduce uncertainty by including and/or borrowing strength across further information sources including multiple (safety) outcomes,\textsuperscript{110} drugs within the same class,\textsuperscript{111} varying doses of drugs,\textsuperscript{111,112} observational studies\textsuperscript{113} and formally elicited expert opinion.\textsuperscript{113} Soares et al.\textsuperscript{113-115} present an interesting application on leg ulcer healing over several publications which are recommended reading as they include a complex evidence synthesis\textsuperscript{113} with sensitivity analysis incorporating elicited expert opinion\textsuperscript{113,115} which informs an economic model\textsuperscript{114} and value of further information.\textsuperscript{114}

Developments thus far have focused on the assumption that the risk of adverse events is constant over time. Assessing time-dependent effects, using summary data alone, will be challenging, although possible if enough data are reported\textsuperscript{9} but greatly facilitated by the availability of IPD,\textsuperscript{110} as illustrated elsewhere.\textsuperscript{116} Along with this further development of methods comes an ever-expanding number of modelling options.\textsuperscript{110} Many authors stress the importance of the use of sensitivity analysis to explore the robustness of estimation to the specific modelling choices/assumptions made\textsuperscript{110,111,112} and many of the above innovations were put forward in this spirit, that is, as alternatives to simpler modelling approaches. Even without the use of these advanced methods many modelling options exist (although the sparsity of data means often little power will be available to choose between alternative models and check modelling assumptions including consistency of network loops, etc.), and we recommend sensitivity
analysis exploring the impact of analysis choices including statistical model specification/method of parameter estimation, any prior distributions used and the inclusion of double-zero studies.

A guideline paper on Bayesian NMA for drug safety has recently been published\textsuperscript{110} which is recommended reading and goes into (more) depth on many important issues (some are outlined in the next section) and provides a helpful reporting checklist. In this drug safety guideline much emphasis is placed on the need for sensitivity analysis, the importance of which is discussed above, and the need for further work consolidating what appears to be output from multiple groups, working relatively independently, is necessary before more prescriptive guidelines can be developed.
9. OTHER ISSUES AND ADVANCED TOPICS

This section covers advanced and emerging topics relating to NMA and its use in HTA and economic evaluation. Sections 9.1 through 9.4 focus on model extensions to synthesise specific data types and structures, often when the outcomes and data available from the relevant studies are not all the same. Many of these could be considered bespoke NMA models motivated and developed as solutions to specific HTA contexts; allowing for the complexities in data structure that were encountered. Regarding utilising these methods in future HTAs, it may be that one of these approaches is a perfect fit for the topic in hand, but, more likely, a degree of modification will be required; perhaps utilising ideas from multiple papers (in addition to further innovations). This section does no more than provide a brief overview of the area, but does include many references that are recommended further reading. Many of the cited papers utilise WinBUGS and supply the code to fit the described models which will greatly facilitate the process of utilising the models described, although it should be acknowledged that this level of modelling is advanced and only recommended for those with previous knowledge and experience.

The second case study (Section 10) highlights a particularly interesting advanced bespoke modelling approach which was chosen because it utilises multiple cutting-edge ideas in an effort to improve estimation when data are few and sparse (a relatively common situation in our experience).

9.1 Shared parameter models

Relevant outcome data may be available from multiple studies but the format of the data varies between studies. As outlined in Section 5, continuous outcomes (e.g. weight loss, change in blood pressure, etc.) may be presented in study reports for individual arms, in terms of the mean and variance in each intervention group being compared, or as the mean difference (with corresponding variance) between intervention groups. Using MCMC methods it is relatively straightforward to directly synthesise different data formats by coding the associated likelihoods (required for the different data formats) but ensuring these likelihoods include appropriate parameters in common. These models are sometimes referred to as shared parameter models (see Section 4 of Dias et al. 2013 and relevant examples cited therein). Specific models of this type are also considered briefly below in Sections 9.3 and 9.4 for time to event outcomes and simultaneous use of IPD and aggregate data respectively.

9.2 Multiple outcomes

Commonly in meta-analysis different outcomes have been analysed separately (or outcomes have been standardised before combining, but use of such outcomes in a decision modelling context is problematic at best), but there is a considerable literature on the joint synthesis of multiple outcomes. In a pairwise meta-analysis context, this can provide efficiency gains, in terms of parameter estimation, if the correlations between outcomes are known or if some studies do not measure/report all outcomes. In the latter case, even if only one of the outcomes is required for a decision model, strength can be borrowed from including studies which only report the other outcome through the estimated relationship between outcomes. This could be relevant, for example, in instances where a long-term outcome is of interest but a surrogate outcome is more commonly measured in the trials. NMA models to fit multiple outcomes with binary, continuous, time to event (survival) or mixed outcomes have recently been described. If an exchangeability assumption for intervention effects across outcomes is made, then estimates for intervention effects for outcomes for which no data are available can be obtained. Very recently an alternative approach to synthesising multiple outcomes has
been considered which maps the outcome measures onto one another and allows intervention effects to be expressed on any of the outcome scales that have been used; this alternative approach needs more evaluation but shows promise.

a) Competing risks
A special case of multiple outcomes occurs when there are several different failure time outcomes that are considered mutually exclusive; these are competing risk outcomes. Once a patient has reached any one of these end points (or is censored), they are considered to be out of the risk set. While it may appear that separate univariate NMAs could be conducted on each outcome, a joint synthesis is required to take into account the statistical dependencies induced by the competing nature of the outcomes. In order to achieve this, a multinomial likelihood and appropriate link function are incorporated into the standard NMA model and the likely effect of this compared to multiple univariate analyses is discussed by Trikalinos and Olkin.

b) Multiple time points
Studies may report outcomes at multiple time points and potentially different time points from each other. While separate analyses could be carried out at each time point, this would be inefficient as information could be borrowed across time points and thus used to inform the required parameters for the decision model. This approach has been considered for binary outcomes and has even been shown to connect multiple networks which were disconnected at specific time points.

9.3 Time to event (survival) data
In the simplest instance relative intervention effects based on time to event data can be summarised using reported (ln) hazard ratios (derived from parametric or non-parametric survival analyses) and combined using standard NMA methods. But numerous complications can exist which require further consideration. Firstly, trials may not report hazard ratios but cumulative number of events (i.e. the total number of subjects who have experienced an event by a specific time point) and a method to combine this sort of data with hazard ratios has been developed. A further outcome that is sometimes reported is median survival times, and approaches to combine this with reported cumulative number of events and (ln) hazard ratios have been considered. This work presents this extension in the context of competing risk outcomes (see Section 9.1.1) and shows how the inputs required for the associated economic decision model – mean progression time and mean survival time – can be derived. The mean time to an event is also sometimes reported and a further paper combines this type of data with median time and count data using a parametric survival model (see below).

A further issue is that working with hazard ratios assumes the intervention effect is constant for the duration of the trial data. Often a certain parametric survival function is assumed for the baseline intervention (e.g. Weibull) and the intervention-specific hazard ratios from the NMA are applied to this (including for extrapolation to time points beyond the included trials when required by decision models). This implies that intervention effects only impact on one of the parameters of the survival distribution (e.g. the scale parameter for a Weibull distribution) when the survival distribution is described by multiple parameters. A further concern is that since the tail of the survival function can have considerable impact on the expected survival, violations of the constant hazard ratio assumption can lead to large changes in parameter estimates used in the economic decision model. As an alternative to using hazard ratios Ouwens et al. developed an NMA model based on fitting parametric survival curves illustrated by fitting a model in which the intervention effect can impact both parameters of a Weibull distribution.
(although a Gompertz, log-logistic or log-normal distribution could be used) and thus if the shape parameters for two different interventions differ, the hazard ratio will not be constant over time. In order to utilise this more flexible model, cumulative number of event data at multiple time points per trial is required (this was derived from published Kaplan-Meier curves in the example presented). In a related paper (using data in the same format as above) Jansen\textsuperscript{137} developed an NMA model for survival data using fractional polynomials to model the hazard function to relax the constant hazard ratio assumption (instead of multi-parameter survival distributions described above) and model intervention effect using several parameters. The aim of both approaches is that the intervention effects expressed more closely fit the available data. A further option, allowing flexible modelling, would be to use individual patient data (see below).

### 9.4 Individual participant data (IPD)

This report has focused on the synthesis of aggregate/summary effectiveness data essentially assuming that data for the NMA is being extracted from the published literature. However, if IPD was available then this could be used in the analysis instead. The benefits of conducting an IPD synthesis over one using summary data generally are well reported\textsuperscript{138} so focus here is on specific advantages for economic decision modelling. If there is interest in patient-specific covariates, either to explain between-study heterogeneity/inconsistency\textsuperscript{76,139} or to explore cost-effectiveness for subgroups of patients an IPD analysis can have much more power than one relying on summary statistics and aggregated study level covariates (e.g. using average patient age as an intervention by covariate interaction in a regression [Section 5.2] compared to the individual ages of every patient etc.). A further instance when IPD modelling would be beneficial is when the decision model utilises patient-level simulation (Section 3). While there is a history of meta-analysing IPD in a two-stage process\textsuperscript{140} by first reducing the IPD into summary statistics, a single one-stage process is recommended here so correlations between interactions and main effects can be propagated easily through to the decision modelling.\textsuperscript{10} NMA IPD models which allow the inclusion of patient-level covariates have been developed for binary outcome data\textsuperscript{139,141} and time to event (survival data).\textsuperscript{142} Since IPD may not be available from all relevant studies, several modelling extensions allowing the simultaneous synthesis of IPD and summary/aggregate data have also been described.\textsuperscript{141-143}

### 9.5 Informing Markov transition matrices

One model type often used to model chronic conditions which reoccur, such as asthma or epilepsy, is multi-state Markov models. At the heart of such models are transition matrices which contain the probability estimates individuals move between the defined health states (e.g. well, mild symptoms, major symptoms, etc.) for the different interventions under evaluation. Perhaps the most commonly used approach to estimate these transition probabilities is through the use of single individual patient datasets. However, philosophically, there is no reason why multiple relevant data sources should not be used and evidence synthesis methods adopted to synthesise them (as has been advocated through this document). Following initial work to estimate the transition matrix for the baseline intervention, using multiple studies reporting data in multiple formats,\textsuperscript{144} further work also estimating intervention effects using NMA has been described.\textsuperscript{145} An interesting aspect of this work is the exploration of the fit of alternative intervention models regarding which transitions the interventions are assumed to work on. Taking this a step further, it has been demonstrated how uncertainty in the most appropriate intervention model can be accommodated in the analysis by averaging results over alternative candidate models.\textsuperscript{146}
9.6 Bias models

Concerns about variable study quality and various types of publication biases are common threats to the validity of meta-analyses in general. While many instruments exist for assessment of trial quality no routine methods for incorporating the uncertainty induced by sub-optimal trials in a pairwise meta-analysis exist, although experimental approaches have been considered using both expert opinion^61,64^ and empirical estimates derived from the published literature.\(^61,147^\) This is a topic requiring further research generally, and specifically for NMA.

Several methods for testing and adjusting pairwise meta-analyses for publication bias/small study effects have been developed^89^ and these are starting to be translated across into an NMA context.\(^121,147^\)
10. CASE STUDIES

10.1 Case study 1: An evaluation of cost-effectiveness of medicinal poisoning prevention practise in households with pre-school children

This case study evaluates the cost-effectiveness of medicinal poisoning prevention practise in households with pre-school children. As discussed in Step 2) of the general framework for interfacing NMA with economic decision models (Section 5), there are a number of measures from a RE NMA that may be input in an economic model and the appropriate measure depends on the interpretation of heterogeneity in the studies included and how this relates to the target setting of the decision. This case study illustrates how using different summary measures from the synthesis models (NMA for the relative effects, and MA for absolute effects under the reference intervention (in this example, Usual care)), may affect the cost-effectiveness results and subsequently the overall decision (See Section 5.2). In this example, two evaluations are presented – one using the random effects (posterior) mean and the second using the predictive distribution. (For other possible measures that could have been adopted see Section 5.2).

A summary of the decision pathway (illustrated through completing the tool presented in Figure 6) for conducting NMA to inform the clinical parameters in this evaluation of the cost-effectiveness of medicinal poisonings prevention in households with pre-school children is presented in Figure 7. Here the green boxes and arrows indicate the path taken through the tool. A more detailed description, split up into the four steps outlined in Figure 2, is given below.
**Figure 7: Decision pathway for conducting the NMA to inform clinical parameters in the economic decision model to evaluate the cost-effectiveness of medicinal poisoning prevention practises in households with pre-school children**

**Step 1**
- Define the scope / inclusion criteria (including target population, outcome definition, interventions, etc.)
- Has an SR(s) already been undertaken in the area of interest?
  - Yes
    - Perform a SR to identify studies that meet the inclusion criteria
  - No
    - Yes
      - Does the SR(s) include relevant information on primary studies?
        - Yes
          - Define network of distinct interventions
        - No
          - No
            - Yes
              - Update deficient areas using SR
            - No
              - Is the NMA up-to-date?
                - Yes
                  - Is the network connected?
                    - Yes
                      - Is the network connected?
                        - Yes
                          - Conduct NMA (‘off-the-shelf’ or bespoke model) exploring inconsistency, heterogeneity and assessing model fit deploying sensitivity analysis where appropriate
                        - No
                          - Limit decision space or expand network scope
                    - No
                      - Yes
                        - Redefine network
                        - No
                          - Yes
                            - Is study-specific data for the NMA presented?
                              - Yes
                                - Extract data from references
                              - No
                                - Yes
                                  - Extract data from references
                                  - No
                                    - Yes
                                      - Redefine network
                                      - No
                                        - Has inconsistency, heterogeneity and model fit been assessed, and model assumptions reasonable/maximising use of available data
                                          - Yes
                                            - Input absolute effects, along with other parameter estimates, into probabilistic economic decision model and evaluate
                                          - No
                                            - Yes
                                              - Input absolute effects, along with other parameter estimates, into probabilistic economic decision model and evaluate
                                              - No
                                                - Alternative analysis method required / abandon.
  - No
    - Yes
      - Perform a SR to identify studies that meet the inclusion criteria
      - No
        - Yes
          - Define network of distinct interventions
        - No
          - Yes
            - Update deficient areas using SR
          - No
            - Yes
              - Is the network connected?
                - Yes
                  - Conduct NMA (‘off-the-shelf’ or bespoke model) exploring inconsistency, heterogeneity and assessing model fit deploying sensitivity analysis where appropriate
                - No
                  - Redefine network
        - No
          - Yes
            - Is the NMA up-to-date?
              - Yes
                - Is the network connected?
                  - Yes
                    - Conduct NMA (‘off-the-shelf’ or bespoke model) exploring inconsistency, heterogeneity and assessing model fit deploying sensitivity analysis where appropriate
                  - No
                    - Redefine network
                - No
                  - Yes
                    - Redefine network
Step 1: Define scope of decision problem and associated evidence network for NMA
For this case study the scope of the decision problem was defined as follows:

a) **Target population:** Pre-school children aged 4 years or below.

b) **Interventions:** Medicinal poisoning prevention interventions for households – i) Usual care, ii) Education (e.g. parent information leaflet), iii) Equipment (e.g. free or low-cost cupboard locks), iv) Education + Equipment, v) Education + Equipment + Fitting, vi) Education + Equipment + Home safety inspection, and vii) Education + Equipment + Fitting + Home safety inspection.

c) **Study design:** RCTs and observational studies (note, for purposes of simplicity for this case study, potential differential biases by study design have not been considered in the NMA model).

d) **Outcomes:** Proportion of households practising safe storage of medicines.

A systematic review was identified in the literature that matched the scope outlined above\textsuperscript{94,148} and based on this data an NMA had been published.\textsuperscript{149} Figure 8 presents the connected network diagram depicting the evidence base to which the published NMA was fitted. The number of studies for each pairwise comparison in the network is presented on the linking lines between intervention nodes. Note that all the studies in the network, except one, were two-arm studies. There was one three-arm study which compared Usual care, Education + Equipment and Education + Equipment + Home safety inspection.

**Figure 8: Network diagrams for the safe storage of medicines interventions for households with pre-school children**
Step 2: Estimate intervention effects relative to reference intervention using NMA

The NMA published by Achana et al.\textsuperscript{149} fitted a standard NMA random effects model with a binary outcome\textsuperscript{9} to the study data taking into account the correlation structure induced by the study with three arms.\textsuperscript{9} Unfortunately, the published NMA\textsuperscript{149} did not include the summary measures and corresponding variance-covariance matrix from the NMA but did provide the study data by intervention arm, which allowed the NMA model to be fitted utilising the same study data. For this case study, as mentioned above, both the random effects (posterior) mean distribution of the intervention effects relative to Usual care (and each other) and the predictive distribution, were obtained from NMA. For comparison, both distributions are presented in Table 1(a). Note the mean estimates are very similar for both measures (only differing by MC error) but the uncertainty is greater (i.e. 95% credible intervals [CrI] wider) for the predictive distribution as it incorporates both the uncertainty about the value of a new observation as well as the observed variation in the data.

The between-study variability, a measure of heterogeneity (i.e. the variability in intervention effects within pairwise comparisons above that expected by chance\textsuperscript{150}) was estimated to be 0.33 (95% CrI, 0.01 to 1.24) suggesting a reasonable degree of heterogeneity.\textsuperscript{81}

There was no evidence of inconsistency between the direct and indirect evidence in all networks. This was assessed, where both direct and indirect evidence was available, for closed loops (excluding loops formed by multi-arm studies) in the network, using the node-split method (but the potentially low power of the assessment should be appreciated).\textsuperscript{151}

The goodness of fit of the model to the data was assessed by calculating the posterior mean residual deviance.\textsuperscript{77} Under the null hypothesis, the model provides an adequate fit to the data if the posterior mean residual deviance equals the number of unconstrained data points;\textsuperscript{152,153} in this case the mean residual deviance is approximately equal to the number of unconstrained data points (i.e. residual deviance = 23.5 compared to 24 unconstrained data points).\textsuperscript{77,153}

Step 3: Estimate absolute effects derived from NMA and baseline data

The probability of a household practising safe storage of medicines on the reference intervention (in this case, Usual care) was calculated by fitting a separate synthesis to the Usual care arm data from studies included in the NMA which included a Usual care arm.\textsuperscript{12} As for the relative effects, absolute effects under the reference intervention (i.e. the probability of a household practising safe storage of medicines under Usual care) was represented by both the random effects (posterior) mean distribution or the predictive distribution (Table 1 (b) Usual care). Estimates of the probability of a household practising safe storage of medicines under each of the different intervention strategies was then derived from the NMA relative effect estimates for each intervention (compared to Usual care) and the probability of a household practising safe storage of medicines under Usual care (i.e. absolute effects under the reference intervention), maintaining the correlation structure as discussed in Section 5.4. Table 1(b) (which presents both distributions). Again it can be observed that the means are similar but the uncertainty associated with the predictive distribution is much wider due to the incorporation of uncertainty about the value of a new observation as well as the observed variation in the data in both the relative effects and absolute effects under Usual care.
**Table 1: Posterior Mean and Predictive Distributions for Relative and Absolute Effects Estimated in Steps 2) and 3)**

<table>
<thead>
<tr>
<th>Interventions</th>
<th>(a) Relative effects: Odds Ratios compared to Usual care</th>
<th>(b) Absolute effects: Probability of practising safe storage of medicines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usual care</td>
<td>N/A</td>
<td>Posterior mean = 0.86 (0.66, 0.95) Predictive mean = 0.87 (0.13, 1.00)</td>
</tr>
<tr>
<td>Education</td>
<td>Posterior mean = 1.37 (0.71, 2.22) Predictive mean = 1.39 (0.44, 3.59)</td>
<td>Posterior mean = 0.89 (0.70, 0.97) Predictive mean = 0.90 (0.15, 1.00)</td>
</tr>
<tr>
<td>Equipment</td>
<td>Posterior mean = 2.53 (1.06, 5.96) Predictive mean = 2.56 (0.7, 8.52)</td>
<td>Posterior mean = 0.94 (0.80, 0.98) Predictive mean = 0.94 (0.24, 1.00)</td>
</tr>
<tr>
<td>Education + Equipment</td>
<td>Posterior mean = 1.41 (0.48, 4.29) Predictive mean = 1.42 (0.35, 5.38)</td>
<td>Posterior mean = 0.90 (0.65, 0.98) Predictive mean = 0.90 (0.15, 1.00)</td>
</tr>
</tbody>
</table>
### Step 4: Evaluate the probabilistic decision model utilising absolute effects

Finally, the absolute effects estimated in Step 3), along with other model parameters, were input into the purposely developed economic model and evaluated using approach i) outlined in Section 5.4 (i.e. Bayesian posterior simulation one-stage approach). The evaluation (including the NMA, calculation of absolute effects (derived from NMA and baseline data) and economic model) were performed within a single WinBUGS\textsuperscript{14} programme “controlled” from R\textsuperscript{21} using R2WinBUGS\textsuperscript{86}.

Figure 9 displays the cost-effectiveness acceptability curves calculated from both analyses. In both of these, Usual care has overwhelmingly the highest probability of being the most cost-effective at low willingness-to-pay values, but between £50,000 and £100,000 (UK sterling) the probabilities of being most cost-effective for education and free/low-cost equipment strategies start to overtake Usual care. Notice, due to the additional uncertainty associated with the predictive distribution, the cost-effectiveness acceptability curves are “bunched” closer together in panel b).
10.2 Case study 2: An evaluation of the effectiveness of smoking cessation interventions: A bespoke NMA developed specifically to inform a cost-effectiveness decision model

This case study presents an evaluation of the effectiveness of smoking cessation interventions. This recently published evaluation provides an excellent example of the state-of-the-art for developing and using an NMA to inform economic decision models. While we highlight features of this work below, and cross reference to where related issues are discussed in this report, we encourage the reader to obtain the original detailed description of the evidence synthesis and read it in full (online appendices to the paper are also available which provide the trial data and the specific WinBUGS code used). The overarching aims of the analysis were to include as much of the trial evidence as possible – while modelling it as realistically as possible – and using statistical approaches to assess the fit of competing alternative model specifications. The full HTA report, which utilises this synthesis, is also available and includes a more “traditional” review of effectiveness which summarises pairwise comparisons between interventions using standard pairwise meta-analysis. Having results of both a standard meta-analysis and bespoke NMA of the same literature, for which an economic model is required, clearly illustrates some of the advantages of using an NMA with a customised structure (see below) for informing the economic evaluation. For purposes of this case study we have concentrated on the synthesis model presented by Madan et al.

A summary of the decision pathway for conducting NMA to inform the clinical parameters in this evaluation of the cost-effectiveness of smoking cessation interventions is presented in Figure 10. A more detailed description, split up into the four steps outlined in Figure 2, is given below.
**Figure 10: Decision pathway for conducting the NMA to inform clinical parameters in the economic decision model to evaluate the cost-effectiveness of smoking cessation interventions**

**STEP 1**
Define the scope / inclusion criteria (including target population, outcome definition, interventions, etc.)

Has an SR(s) already been undertaken in the area of interest?

Are the scope and inclusion criteria the same?

Does the SR(s) include an NMA?

Is the NMA up-to-date?

Are interventions in network distinct or any “lumping” clinically justified?

Is the appropriate outcome measure & corresponding variance-covariance matrix from the NMA presented?

Has inconsistency, heterogeneity and model fit been assessed, and model assumptions reasonable/maximising use of available data?

**STEP 2**
Perform a SR to identify studies that meet the inclusion criteria

Define network of distinct interventions

Update deficient areas using SR

Redefine network

Is the network connected?

Is study-specific data for the NMA presented?

Extract data from references

In order to make a connected network is it clinically justifiable to “lump” interventions. If not, does it make sense to proceed omitting isolated disconnected interventions?

**STEP 3**
Conduct NMA (“off-the-shelf” or bespoke model) exploring inconsistency, heterogeneity and assessing model fit deploying sensitivity analysis where appropriate

Combine NMA results with baseline data to obtain absolute effects

Input absolute effects, along with other parameter estimates, into probabilistic economic decision model and evaluate

**CAUTION!** Analysis as defined in scope not possible.

Alternative analysis method required / abandon.

Limit decision space or expand network scope

**STEP 4**

YES

NO
Step 1) Define scope of decision problem and associated evidence network for NMA

The case study considers the use of electronic aids (such as websites or text messaging services) as an adjunct to standard care for smoking cessation with the aim of identifying whether such aids are cost-effective, and if so, which ones are the most cost-effective. The cost-effectiveness model took the form of a decision tree, in which a successful outcome was defined as 12-month continuous abstinence from smoking.

a) Target population: Two distinct adult populations i) those making a committed quit attempt using the electronic aid as an adjunct to pharmacological interventions, and ii) those at an earlier stage in the quitting process who are less motivated and not using pharmacological interventions.

b) Interventions in the comparator set: The first thing to note is that for non-pharmacological interventions such as these, the definitions of the interventions may be diverse, multifaceted and difficult to comprehensively categorise (see Welton et al. for a further example which specifically considers the modelling of complex packages of care, and Achana et al. for consideration of the specific challenges of synthesis for decision making in a public health context). In the case study the evidence base included trials evaluating computer-generated printed materials, stand-alone computer programs, text services, e-mails, static and interactive websites, bulletin boards, chat rooms and on-line forums. In such situations there is a tension between the desire to draw fine distinctions between specific technologies with limited data, while producing generalizable conclusions on the different types of electronic interventions. The authors, having taken advice from smoking cessation experts on the key dimensions that would influence the effectiveness of smoking cessation programmes, developed a system with five categories based on consideration of the two dimensions: i) whether the intervention provided generic advice or tailored feedback; and ii) whether the intervention used a single or multiple channels. Similarly, the non-electronic interventions that could be given concurrently, or in control arms, were categorised into five groups also. Along with a sixth category in both groupings for no-electronic or no non-electronic component, this categorisation system still led to 36 possible intervention combinations that could be defined for any trial arm in the evidence base.

c) Study design inclusions: RCTs

d) Outcomes: Although the cost-effectiveness model required effects on 12-month continuous abstinence, the times at which the trials recorded smoking status varied from one to 24 months and studies reported these at between one and three follow-up times. Of the 58 studies in the evidence base, only four reported the outcome that was required for the economic model (!). As the authors note, using traditional approaches such as excluding the other 54 trials, or conducting the synthesis at the most commonly reported time point (six months, reported in 12 studies) and basing the 12 month abstinence on extrapolation assumptions, would be extremely wasteful in terms of excluding data that is potentially relevant, but not estimating the precise quantity of interest. Faced with this, the authors developed a model based on survival curves that incorporated all reported time points from all identified trials.

However, a further complication was that only 28 of the studies reported continuous abstinence while the remaining 30 only reported point abstinence (whether or not a participant is smoking at a certain point of time rather than completely refrained for the whole follow-up period). But 26 of the 28 studies that reported continuous abstinence also
reported point abstinence. From this data, the nature and strength of the relationship between the two outcomes could be established and this, in turn, allowed the incorporation into the synthesis model of the 30 studies which did not report continuous abstinence. Hence, although not reporting the outcome of interest, these studies now contributed information to its estimate of effect through the estimated relationship between outcomes (see Section 9.2 for an overview of multiple outcome approaches to NMA). This example acutely highlights the difficulty in defining a priori exactly what data are “relevant” for a given application. It is for this reason that in these guidelines we have avoided simply suggesting that “all relevant data/studies should be included” (which has been suggested elsewhere) while acknowledging we cannot provide a prescriptive description of what the “relevant evidence” is that is broadly generalizable.

A systematic review identified 58 relevant RCTs with a total of 151 arms, and this evidence base was used to derive the estimates of efficacy used in the decision model.

**Step 2) Estimate intervention effects relative to reference intervention using NMA**  
(Full model details and WinBUGS code are available in the original paper.)

The model was a bespoke NMA incorporating multiple (and surrogate) outcomes and follow-up times and fitted using MCMC methods in the WinBUGS software with vague prior distributions specified throughout (and sensitivity analysis to their impact conducted). Alternative statistical models for time to event (relapse) were explored for continuous abstinence as were models relating point to continuous abstinence. When estimating the efficacy of the different interventions, data were not available to estimate all 36 categories of intervention (defined above) so models with fewer parameters, but making further assumptions, were explored assuming a) the effect of the electronic and non-electronic components were additive (implying that the effect of an intervention with both active electronic and conventional interventions is equal to the sum of the effect of each intervention given in isolation); and b) the effect of each electronic intervention was the same irrespective of its category. Consistency of the NMA model was explored by fitting an inconsistency model. The DIC was used to choose between the alternative model specifications.

Model estimation suggested that electronic aids to smoking cessation are likely to be effective in reducing relapse rates among those making an attempt to quit. Including information on a surrogate marker (point abstinence) only slightly reduced uncertainty in the main outcome (continuous abstinence), and for simplicity was ultimately excluded for simplicity in the final cost-effectiveness modelling.

A bespoke synthesis model allowed a coherent synthesis of studies which varied in terms of outcome measure, follow-up period and characteristics of the intervention. These factors prevented a more conventional synthesis of the evidence base, which would have had to exclude the majority of the studies. Bayesian MCMC methods are highly adaptable to complex evidence structures and offer specific benefits where “off-the-shelf” models are inadequate.

This case study is advanced, and a “tall order” to try and emulate for a less experienced analyst. But it is included here to show what is possible if the preconceived ideas of what a meta-analysis is are broken down; our hope is it inspires others to start thinking about what can be achieved by more realistic modelling of the data and taking initial steps to do this by adapting models as required by specific situations.
Step 3) and 4) Estimate absolute effects derived from NMA and baseline data, and evaluate the probabilistic decision model utilising absolute effects

As mentioned above, this case study focuses on the bespoke synthesis model developed specifically by Madan et al.\textsuperscript{73} to inform the economic model presented elsewhere.\textsuperscript{154} For completeness, Steps 3) and 4) in the framework are very briefly presented below, and the reader is referred to the HTA report\textsuperscript{154} for more in-depth technical details. The estimates of baseline continuous abstinence to 12 months were taken from previous economic evaluations of conventional therapies. It was assumed that effectiveness of the electronic aid interventions was the same regardless of the control arm intervention (i.e. the effect of the electronic aid intervention is additive when used as an adjunct to pharmacological and/or counselling control interventions). In this way, probabilities of relapse at 12 months – the outcome required for the decision model – were derived from hazard ratios estimated from the NMA. More details can be found in Chen et al.\textsuperscript{154} The synthesis was fitted in WinBUGS but the HTA report provides no details about how the estimates from the synthesis model were input, along with other input parameters, into the economic model and evaluated.
11. CONCLUDING REMARKS

Evidence synthesis to inform input parameters in economic decision models for health technology assessments has made great methodological advances in recent years, as has been demonstrated throughout these guidelines. However, it is still an evolving area with many unresolved issues and complications beyond simply including multiple intervention options. These include inconsistency of i) time of outcome reported, ii) population studied, and iii) outcome definitions. Therefore, it is hard to be completely prescriptive as to the best synthesis model for a given question as “off-the-shelf” solutions may not yet have been developed and further bespoke synthesis models to comprehensively model the complexities of the problem and accommodate in-cohesive study data are still required.
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